DSA 595 Bayesian computations for machine learning

Problem set 2

January 22, 2025

. Derive the posterior distribution for A based on a sample X1,..., X, id exponential(\),

and the prior distribution A ~ Pareto(m, ). Assume n, m, « are fixed and known.

. Derive the posterior distribution for o2 based on a sample X1, ..., X, i normal(u, 02),

and the improper prior density 7(c?) oc 1/02. Assume n, u are fixed and known.

. Derive the posterior distribution for 5 based on a sample from the linear regression model
Y, = a:;—ﬁ + U;, independently, for i € {1,...,n}, where Uy,...,U, s normal(0, 0%), and
the prior distribution 3 ~ normal, (0, 72-I,), where I, is the p x p identity matrix. Assume

n,p, 02, 72,1, ..., %, are fixed and known.

. Same as the previous problem, except assume the improper prior density 7(3) o 1.

. Suppose that X ~ Poisson(#) with prior density 7(6) = 1/6 for § > 0. Show that the

posterior distribution 7(é | ) is not defined for z = 0.



