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1. Derive the posterior distribution for λ based on a sample X1, . . . , Xn
iid∼ exponential(λ),

and the prior distribution λ ∼ Pareto(m,α). Assume n,m,α are fixed and known.

2. Derive the posterior distribution for σ2 based on a sample X1, . . . , Xn
iid∼ normal(µ, σ2),

and the improper prior density π(σ2) ∝ 1/σ2. Assume n, µ are fixed and known.

3. Derive the posterior distribution for β based on a sample from the linear regression model

Yi = x⊤i β + Ui, independently, for i ∈ {1, . . . , n}, where U1, . . . , Un
iid∼ normal(0, σ2), and

the prior distribution β ∼ normalp(0, τ
2 ·Ip), where Ip is the p×p identity matrix. Assume

n, p, σ2, τ2, x1, . . . , xn are fixed and known.

4. Same as the previous problem, except assume the improper prior density π(β) ∝ 1.

5. Suppose that X ∼ Poisson(θ) with prior density π(θ) = 1/θ for θ > 0. Show that the

posterior distribution π(θ | x) is not defined for x = 0.

1


