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1. In the simple linear regression model yi = β0 + xiβ1 + ui for i ∈ {1, . . . , n}, show that β0

is estimable by finding a vector a and scalar c such that E(c+ a′y) = β0.

2. Consider the model Yij = µ + αi + βixij + Uij , for i ∈ {1, . . . , n} and j ∈ {1 . . . ,m}.
Further, assume that

∑m
j=1(xij − x̄i·)

2 > 0 for all i ∈ {1, . . . , n}. Derive the necessary and

sufficient conditions for an estimable function λ′γ, where γ := (µ, α1, . . . , αn, β1, . . . , βn)
′.
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